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The basic element of a semiconductor memory is the memory cell. Although a varietyof electronic 

technologies are used, all semiconductor memory cells share certainproperties:

Å They exhibit two stable (or semistable) states, which can be used to representbinary 1 and 0.

Å They are capable of being written into (at least once), to set the state.

Å They are capable of being read to sense the state.



Table 5.1  

Semiconductor Memory Types 

Memory Type Category Erasure 
Wr ite 

Mechanism 
Volatility 

Random-access  

memory (RAM) 

Read-write 

memory 

Electrically, 

byte-level 
Electrically Volatile 

Read-only  

memory (ROM) 
Masks 

Programmable  

ROM (PROM) 

Read-only 

memory 
Not possible 

Erasable PROM  

(EPROM) 

UV light, chip-

level 

Electrically 

Erasable PROM 

(EEPROM) 

Electrically, 

byte-level 

Flash memory 

Read-mostly 

memory 

Electrically, 

block-level 

Electrically 

Nonvolatile 
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Dynamic RAM (DRAM)

ÂRAM technology is divided into two technologies:

Â Dynamic RAM (DRAM)

Â Static RAM (SRAM)

ÂDRAM

ÂMade with cells that store data as charge on capacitors

ÂPresence or absence of charge in a capacitor is interpreted as 
a binary 1 or 0

ÂRequires periodic charge refreshing to maintain data storage

Â The term dynamic refers to tendency of the stored charge to 
leak away, even with power continuously applied
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For theDRAM write operation, a voltage signal is applied to the bit 

line; a high voltagerepresents 1, and a low voltage represents 0. A 

signal is then applied to theaddress line, allowing a charge to be 

transferred to the capacitor.

For the read operation, when the address line is selected, the transistor 

turnson and the charge stored on the capacitor is fed out onto a bit line 

and to a senseamplifier. 

Figure 5.2b is a typical SRAM structure for an individual 

cell. Four transistors(T1, T2, T3, T4) are cross connected 

in an arrangement that produces a stable logic

state. 

As in the DRAM, the SRAM address line is used to open 

or close a switch.The address line controls two transistors 

(T5 and T6). When a signal is applied tothis line, the two 

transistors are switched on, allowing a read or write 

operation. 
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Static RAM 

(SRAM)

ÁDigital device that uses the same 

logic elements used in the 

processor

ÁBinary values are stored using 

traditional flip -flop logic gate 

configurations

ÁWill hold its data as long as power 

is supplied to it
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SRAM versus DRAM

ÂBoth volatile

Â Power must be continuously supplied to the 
memory to preserve the bit values

ÂDynamic cell 

Â Simpler to build, smaller

ÂMore dense (smaller cells = more cells per unit 
area)

Â Less expensive

Â Requires the supporting refresh circuitry

Â Tend to be favored for large memory 
requirements

Â Used for main memory

ÂStatic

Â Faster

Â Used for cache memory (both on and off chip)

SRAM

DRAM
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Read Only Memory (ROM)

ÂContains a permanent pattern of data that cannot be  

changed or added to

ÂNo power source is required to maintain the bit values in 

memory

ÂData or program is permanently in main memory and never 

needs to be loaded from a secondary storage device

ÂData is actually wired into the chip as part of the fabrication 

process

Â Disadvantages of this:

Â No room for error, if one bit is wrong the whole batch of ROMs 

must be thrown out

Â Data insertion step includes a relatively large fixed cost
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Programmable ROM (PROM)

ÂLess expensive alternative

ÂNonvolatile and may be written into only once

ÂWriting process is performed electrically and may be 

performed by supplier or customer at a time later than the 

original chip fabrication

ÂSpecial equipment is required for the writing process

ÂProvides flexibility and convenience

ÂAttractive for high volume production runs 
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Read-Mostly Memory

EPROM

Erasable programmable 
read -only memory

Erasure process can be 
performed repeatedly

More expensive than 
PROM but it has the 

advantage of the multiple 
update capability 

EEPROM

Electrically erasable 
programmable read -only 

memory

Can be written into at any 
time without erasing prior 

contents

Combines the advantage of 
non -volatility with the 

flexibility of being 
updatable in place

More expensive than 
EPROM 

Flash 
Memory

Intermediate between 
EPROM and EEPROM in 

both cost and functionality

Uses an electrical erasing 
technology, does not 

provide byte -level erasure

Microchip is organized so 
that a section of memory 

cells are erased in a single 
action or òflashó
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Figure 5.3 shows a typical organization of a 

16-Mbit DRAM. In this case, 4 bitsare read 

or written at a time. Logically, the memory 

array is organized as four squarearrays of 

2048 by 2048 elements. 

Note that there are only 11 address lines (A0ï

A10), half the number youwould expect for a 

2048 * 2048 array. This is done to save on the 

number of pins. The 22 required address lines 

are passed through select logic external to the 

chip and multiplexed onto the 11 address 

lines. First, 11 address signals are passed to 

thechip to define the row address of the 

array, and then the other 11 address signals 

arepresented for the column address. 

Figure 5.3 also indicates the inclusion of 

refresh circuitry. All DRAMs requirea refresh 

operation
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Figure 5.4a shows an example EPROM package, which is an 8-Mbit 

chip organized as 1M * 8. 

Å The address of the word being accessed. For 1M words, a total of 20 

(220 = 1M) pins are needed (A0ïA19).

Å The data to be read out, consisting of 8 lines (D0ïD7).

Å The power supply to the chip (Vcc).

Å A ground pin (Vss).

Å A chip enable (CE) pin. Because there may be more than one memory 

chip,each of which is connected to the same address bus, the CE pin is 

used to indicatewhether or not the address is valid for this chip. 

Å A program voltage (Vpp) that is supplied during programming (write 

operations).

4M 4
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0.6"

Top View

Figure 5.4  Typical Memory PackagePinsand Signals
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A typical DRAM pin configuration is shown in Figure 5.4b, for a 16-

Mbit chip organized as 4M * 4. The write enable (WE)and output 

enable (OE) pins indicate whether this is a write or read operation.

Because the DRAM is accessed by row and column, and the address is 

multiplexed,only 11 address pins are needed to specify the 4M 

row/column combinations(211 * 211 = 222 = 4M). The functions of the 

row address select (RAS) and columnaddress select (CAS) pins were 

discussed previously. Finally, the no connect (NC)pin is provided so 

that there are an even number of pins.
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If a RAM chip contains only 1 bit per 

word, then clearly we will need at 

least anumber of chips equal to the 

number of bits per word. As an 

example, 

Figure 5.5shows how a memory 

module consisting of 256K 8-bit 

words could be organized. For256K 

words, an 18-bit address is needed 

and is supplied to the module from 

someexternal source (e.g., the 

address lines of a bus to which the 

module is attached).

The address is presented to 8 256K * 

1-bit chips, each of which provides 

the input/output of 1 bit.

.

.

.
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This organization works as long as the size of memory equals the number ofbits per chip. In the case in which 

larger memory is required, an array of chips isneeded. Figure 5.6 shows the possible organization of a memory 

consisting of 1M word by 8 bits per word. In this case, we have four columns of chips, each columncontaining 

256K wordsarranged as in Figure 5.5. For 1M word, 20 address lines areneeded. The 18 least significant bits 

are routed to all 32 modules. The high-order2 bits are input to a group select logic module that sends a chip 

enable signal to oneof the four columns of modules.



Interleaved Memory Composed of a collection of 
DRAM chips

Grouped together to form a 
memory bank . It is possible to 
organizethe memory banks in a 
way known as interleaved memory. 

Each bank is independently 
able to service a memory read 
or write request

K banks can service K requests 
simultaneously, increasing 
memory read or write rates by 
a factor of K

If consecutive words of 
memory are stored in different 
banks, the transfer of a block of 
memory is speeded up
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